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SUMMARY

The use of ratio and product estimators employing information on an
auxiliary variable is well known. Singh [2] considered the question of
_improving these estimators when supplementary information is available
on auxiliary variable. In this paper alternative estimators have been pro-
posed which have more practical utility. )

i . . - Introduction

For any sample design, let f/‘, 3(1 be the unbiased estimators of the
population totals ¥, X; of the variables y, x; respectively, and ,?2 be the
unbiased estimator of the popu]afion total X, of the auxiliary variable x,.
Also, let C,, C, and C, bethe coeflicients of variation of f’. A?] and A’;g and
Pot> Poz and p;, be the correlation coefficients between (}’;, X’l), ,(ﬁ 3(2) and

X, .fg) respectively.

For estimating the ratio R ( = Y/X,) the usual estimate is given by

R (= I/’\/AA’l), Singh [2] proposed the estimators
R = R (X,/X,) and
R = R(X/%)

which are, respectively, more efficient than R if

4> +1

’ (1.1).

(1.2)
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where 4 = 2 [p,(Co/Cs) — p,(C1/Ca)].
Similar}\y, forA Estimating the product P(= YX,) the usuval estimator is
given by P(= YX;) whereas Singh (1963) proposed the estimators
P} = P(X,/X,) and
Py = P(X,/X) -
which are, respectively, more efficient than 1'3 if
B < —1 and '
B>1
where B = 2 [p,,(Co/Cs) + ¢,,(C1/C))] -
In practical situations, howeve'r, it mayA happen that
A< Af# —1) or A > Ay 1) and
B < By —1) or B> By(# 1)

We propose ratio-type and product-type estimators I?e and ﬁs which,
for proper choice of the scalar constant 0 depending on the value 4,, 4,
B, or B,, may be made more efficient than the other estimators.

4

2. Re and its Comparison with 'I}I\, fff and RS

The proposed estimator Re is defined as follows :
Ro=(1-+0)R—0R"

Let ¥ = Y(1 + &), X; = Xy(1 + e and X, = X,(1 + &;) whereitis
assumed that the sample is large enough to make |eil,i= 0,1, 2so0
small that terms of degree greater than two in e;’s may be negligible to
justify the first degree approximation to the mean square error (MSE) of
the estimators. :

We may easily check that, to the first degree of approximation ‘

MSE(Re) = MSE(R) + R°CI® (1 — 4/6) @.1)

It is known that, to the first degree of approximation.

MSE(RY) = MSE(R) + RC3(1 +4) (2.2)
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MSE(RY) = MSE(R) + R:C} (1 — A) _ : @3
1t follows from (2.1) that MSE(Re) < MSE(R) if
RICY® (1 — AJ6) < 0 |
that is, if either 4 < 0 < 0 . (2.4)
or0 << 4 | : ) (2 5)

For example if it is known that 4 < A4, (< 0) we may ‘choose 6 = Ay
and. 1f A > A; (> 0) we may choose 6 = 4, to make Ro more efficient
than R in both the cases. Therefore, even when A lies in range (—1; 1)
we get estimators Re which are better than R while, according to Smgh
[2], this may not be true about R1 and R“

Again, it follows from (2.1) and (2.2) that

MSE(Rs) < MSE(RY |
if 62(1 — 4/6) < (1 + 4)
orif @+ 1) (6 ~1—4) <0
that is, if either A + 1 < 6 < —T | ; (2.6)
~or 1<b<d41 @.7)

For example, if it is known that 4 < A (< —2) we may. choose
0 = Ay + landifd > 4,(> —2) wemaychooseO = A; + 1tomake -
Re more efficient that ﬁ; in both the cases.
~ Similarly, it follows from (2.1) and (2.3) that

MSE(Rq) < MSE(RS)
ifeither 4 —1 <0 <1 (2.8)
orl<b<4—1 " - (2.9)

For example, if it is known that 4.< 4y (< 2) we may choose b= A4,
—landif 4 > A, (> 2) we may choose 8 = 4, — 1 to make Re more
efficient than Rz in both the cases.
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3. Optlmum 6 and lts Estlmate

The optimum 6 for which MSE(Rs) is minimised is giver by

- . - A
Bopt. = Pya(Ca/Ca) — 0,,(CICD) = 5

= C-

For this value of 0, , the minimum mean square error is given by

\

MSE(Re)min, = MSE(R) — RICIC* G.1)

" In practice if a good guess-value of 8 is available on the basis of past
data, pllot study or experience, this information can be utilised to get the

- estimator Re with its minimum mean square error given by (3.1).

Exact value of Bopt, may be rarely known in practice, hence it is advis-
able to estimate Gopt_ from sample values. We can write

6,(C1ICs) = Sw ( 5 )

where Sz, Sz and S% are cov. (17 A?g) cov. (fl, fz) and V(X’;') respect-
ively. Let us denote Syy, 515 and s be the unbiased estimators of Soz, Sia
and S% respectively, so that Oy is estlmatcd by

é‘__(soz)Xa (512)Xa

i ¥ 2 = —\"2 |~ -

59 Y S9 _ XJ:

which is when substituted in "Re inplace of 0, we gct the resultmg estl-
mator as ' >

opt.

ﬁa =(1+ C)R—CR: E (3.2)

Nor we find the mean square error of ff@
’ opt.
Let us define
Sez = Soz (1 + &), 515 = S12 (1 + ea)y st = S5l +—ea)

so that E(e;) = E(eq) = E(eg) = 0,

v
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We have

- ~on anf X
R. =1 +OR-C (—2—)
o, ~ 1O 7

_ 7 nl_{smﬁ_smﬂ}(ja__l)]
Y 0 sXx I\X ,

¥
— Y1+ e) (1 + €1)_1 [ i — % Sea(l + €3)
Xl . Y(l + eo)
_ Su(l + e;)}_ X,(1 + e) _e]
X(1+e)S SHl+e)

=R (et )= e (e
{p(Co/Cs) - (1 + es) (1 + eg)? "‘/sz(cl/cg) (1+e)
(L + e} (1 + e) (1 + e el '

I

or Rs —R
opt.

=Rileo—er+ed—..)—(1+e—ea+e—:)
{02(Co/Ca) (1 + &) (1 + €)™ — 01a(C1/Ca) (1 + ¢2) (1 + €)™}
(1 + e (1 + e5)? & o - (33)

Squaring both sides, taking expectation we have to the ﬁrst-degrcc'of
approximation. A . : .

MSE(R; ) = R [(eg — &) — {oa(ColC) — ol C/C} ]

opt. ) _ _
= R® [E(e, — 91)5 + CzE_(e%) — 2C E(esey — e.6)]

— MSE(R) + R [C3C} — 2C(p0sCoCi — paCiCy)]
— MSE(R) + ReC3[C* — 207
= MSE(R) — RCiC* : (3.4)

- MSE(ﬁeopt_) ' ' '3.5)
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From (3.5), we see that the estimator ﬁé‘ when 0 is estimated from
opt.

sample values, attains the minimum mean square error given by (3.4) or
(3.1). Noting 4/2 = C and on comparison, from (2.2), (2.3) and (3.4) it is

clear that the estimator RA is always more efficient than R, RT and R;.
opt : :

4. Estimator Po and its Comparison with P, i’{‘ and ﬁ;

The proposed estimator Pg is defined as follows :
Po= (1 + 6) P — 0P} : ) @.1)

~
The mean square error of Po is

MSE(Pe) = MSE(P) + P?cgez( 1— eﬁ) \ w2
Also, from Singh [2] - ‘ |

MSE(P;) = MSE(P) + P*C}* (1 + B) - (4.3)

and MSE(P}) = MSE(P) + PXCJ0* (1 — B) * (4.4)

It follows from (4.2) that MSE(Ps) < MSE(P) if
P2C%% (1 = B/6) < 0
i
that is, if either B < 6 < 0
or0 <0< B
For exaniple, if it is known that B < By (<0) we may choose § = B,
and 1f B > B, (>0) we may choose 0 = B, to make P¢ more efficient
than 2 in both the cases. Therefore, even when Blies in the range (—1, 1)
we get estimators Pe which are better than P while, according to Singh
[2], this may not be true for Fl and PZ
Again, it follows from (4.2) and 4.3) that
MSE(Ps) < MSE(P?)
if 82(1 — B/6) < (1 +.B)
orif @+ 1DO®—1—B) <0
~ thatis, if either B+ 1 <0 < — 1
or —1<0<B41
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For example, if it is known that B < B, (< — 2) we may choose
0 = By + landif B> B, (> — 2) we may choose 6 = B, + 1 to make
Pe more efficient than P1 in both the cases. @

Similarly, it follows from (4.2) and (4.4) that

MSE(Ps) < MSE(P?)
if eithr B—1<8<1 |
orl <0< B—1

For the example, if it is known that B < By (< 2) ‘we may choose
0 = B, —1and 1fB > B, (>2) we may choose § = B; — 1 to make Pe
more efficient than P in both the cases.

.The opfimum 6 for which MSE(I%) is minimum isgiven by C'* = B/[2.
For thls optimum 6 and its estimated value C* = (s02/53) X, 2/ Y + (510/5%)
XZ/XI, we get similar results as those in case of Re.

5. An Illustration

We consider the following example given by Singh. [2]:.

The data for all 61 blocks-of Ahmedabad city Ward No. 1 (Khadia I)
taken from 1961 population census have been considered for the purpose
of this study. It is intended to determine the proportion (R) of ‘total
females employed (Y)’ to the ‘total female population (X;)’. The supple-
mentafy characteristic chosen for this purpose is the ‘females in services
(X>) (group IX of population census).” For this population we have

Y = 455 Cl% = 0.5046 ooy = 0.0388
X, =19198  Cj* = 0.0379 oy = 0.7737
X, =324 Cy? = _ 0. 5737 \ 12 = — 0.0474

where C? = kC2, where C;? stands for squares of the coefficient of varia-
tion for the characteristics and k is a constant given by N — n/(N — 1)
where N and n are respectively the number of blocks in the population and

-sample drawn with equal probability without replacement.

For this example A = 1.4755 satisfying the condmon (1.2) so that Rz is
more efficient than R with

MSE(R) = k’ (0.5318) ‘and
MSE(R}) = k' (0.2542)
where k' = kR
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We have A —1 = .4755. Since 4 < 2, Re can be made more efficient
than R* by choosing .4755 < 8 < 1 satisfying the condition (2.8). The
following table shows MSE(Re) for dlf_l:erent values of 0 in the vicinity of

optimum 9, - }\
6 MSE(%)
5 g ' K’ (0.2520)
6 .> K’ (0.2304)
.74 (opt.) K’ (0.2195) -
8 . K’ (0.2218)
.9 : K’ (0.2346)
.95 K’ (0.2453)
6. Double Sampling _ .

Let »' units are selected in the first phase and n umts in the second
phase according to any specified sample design, and let X} A be an unblased .
estimator of X, based on the first phase sample and, ¥ X 1 X2 be the Y
unbiased estimators of Y, Xl, X based on the second phase sample respec-

tively. _
The proposed double samplmg estimators of R and P are

Ros = (1 + 8) R — 0Ryga N (A VI
“and Pog = (1 + 8) P — 0Py, . | (6.2) _

respectively, where

X, X;
and \
B P4, :d=*(£3). =

_ Substituting Y=Y(1+ el), X1 = X,(1 + e, X, = X.(1 + en) and
X2 = Xi(1 + ez) we have to the first degree of approximation .
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- MSE(Res) = ReEl(eo — €) = 0(es — e’

 MsEG = (p®) | V®R) 2Cov. (B X9))

= 3 2 ) _

- MSESR)—i—R[e{ o e g }
'_-z-e{Cov. (i’, X)) _ Cov. (X X,) _ Cov.:(?, X))
= X, X.X, X,
XA, | (63)

* It may be noted here that in case of simple random sampling without
. rteplaceinent at both the phases T

MsE(Ra) = B[ (5 = 57 ) (G4 — 26CiCi + €1
\ (L Yew_m(L_1)
- af 1. . — 2 e —
o - +9(n n,)c? _2"(" n,) 3
(uCiCi — euCICi | 64

where N : the population size, /' = N — n/N, C§, C1, C; are coefficients

of variations of the variables y, X, X, Tespectively, and efy, Poz and pls are

correlation coefficients between (, x1), (7, x2) and (x;, xp) respéctiyely,
Puttitg 4’ - 2 [e4,(Co/C3) — 3a(CY /CR)], we bave

I - ~ ' - 1 o1 ’ ’ - ’ .
MSH(Re) = B[ (4 = 57 ) (€8 — 26uCici + €Y

11 {__A_]

+(.n‘ n,)ec,‘ 1= } 6:5)

_ Also, the mean square errors of double sampling estimators sﬁggested
by Singh (1965) are - e P

by " 1 1 r- ? ’ I- r
MSE(R,) = B[ (4 = 7 (G = %0CiC] + O

i

1 ;' 1 , . , . - ) 4
| w5 )oma o] 69
N o 1 : 1 i ’ A . .I ’ Y r ‘ 4
'MSE(Rs) = Rz-[(: ol _IV) (Co* — 2?01C0C1 + ¢/ .

N
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From (6.5) to (6.7), comparison anhlong the double sampling estimators
gives efficiency condmons similar to those found for single samplin g
Similar results for Ped can be obtamed

\
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